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Abstract 

Genetic datasets have a large number of features that may signifi cantly affect the disease 
classifi cation process, especially datasets related to cancer diseases. Evolutionary algorithms (EA) 
are used to fi nd the fastest and best way to perform these calculations, such as the bat algorithm 
(BA) by reducing the dimensions of the search area after changing it from continuous to discrete. 
In this paper, a method of gene selection was proposed two sequent stages: in the fi rst stage, 
the fuzzy mutual information (FMI) method is used to choose the most important genes selected 
through a fuzzy model that was built based on the dataset size. In the second stage, the BBA is 
used to reduce and determine a fi xed number of genes affecting the process of classifi cation, which 
came from the fi rst stage. The proposed algorithm, FMI_BBA, describes effi  ciency, by obtaining a 
higher classifi cation accuracy and a few numbers of selected genes compared to other algorithms.
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Introduction
When dealing with bigdata, we strive to reduce the size 

of this data through the use of modern techniques, the most 
important of which is the feature selection process. In previous 
years, several algorithms have been proposed that simulate 
the behavior of some organisms in the search for food and 
the method they use in the research method [1]. Working on 
using them as a mathematical model to solve some complex 
problems. Kennedy and Eberhard proposed a binary version 
of the known Optimization of a Swarm Particle (PSO) called 
BPSO, where the conventional PSO algorithm was modiϐied in 
order to address binary optimization problems [2,3] Rashedi, 
et al. proposed a binary version of the Gravitational Search 
Algorithm (GSA) called (BGSA) for feature selection [4] and 
Ramos, et al. presented their version of the Harmony Search 
(HS) for the same purpose in the context of theft detection in 
power distribution systems. This paper is divided into two 
stages of work, where the ϐirst stage begins using fuzzy in 
order to determine the features that affect the work results 
and then use the MI mutual information technology that 
enters only important data in the research process [5]. The 
second stage is to use the BBA binary bat algorithm [6].

Bat algorithm

Bats are the only mammals that have wings and have 
enormous capabilities and efϐiciency to make them be of 

interest to researchers from these features is their ability to 
echolocation this feature can be considered a kind of natural 
sonar [7]. Bats work to produce sound pulses of different 
frequencies and very fast, and then wait for these pulses to 
return to them after they collide with prey, and then calculate 
the distance between it and prey depending on the frequency 
of the sound waves and the time period Back and forth [8]. 
In this way, bats consider among the creatures that are able 
to devour themselves at night and in the dark darkness, they 
have bats that are able to distinguish between moving and 
ϐixed targets and know the direction of movement of these 
targets, this process is done in a small part of the time [8]. The 
author of this algorithm YANG considers the behavior of the 
bat to be an ideal method of selection and path improvement 
[1] (Figure 1). He then developed them to resemble a group 
of bats looking for food/prey using echo-positioning [9,10]. 
Some improvement rules have been developed as follows:

1. All bats have echo position property to estimate distance 
and also know the difference between (obstacles and 
prey) in an amazing way.

2. Bats ϐly in randomly velocity (Vi) and position (Xi) with 
constant frequency fmin changing in wavelength (λ) and 
sound loudness (Ao), bats have the ability to adjust 
wavelength or pulses frequency produced from it and 
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is the average of all sounds coming from all bats in this step. 
The technique is balanced by adjusting the loudness and pulse 
emission rate as follows:

     1  5i iA t A t  

     1 0 1 exp  (6)i ir t r yt      

α and y are constants, of the algorithm and in the ϐirst 
steps the emission rate (0)ir and loudness (0)iA are chosen 
randomly and within the period (0)ir ϵ [0,1] and (0)iA  ϵ [0,1].
from the previous equations, it will be noted that bats follow 
the frequency change, which works to accelerate their access 
to the best solution [6] .

In order to solve problems in discrete space, the copy of 
the bat algorithm has been updated to a binary version that 
deals with problems on a vector basis [0,1] where molecules 
can travel to all corners of any excessive material using only 
0 or 1 values [12]. This means that the bat algorithm (BBA) is 
somewhat similar to the basic algorithm (BA), but depending 
on the search space where the BA operates at continuous 
distances while BBA search is based on the discrete space by 
0 and 1 this process requires a function that changes values 
between 0 and 1 and is called the transfer function [13]. 
The process of choosing this function depends on certain 
conditions in which it must be met:

1. The scope of this function must be related to the range 
[0,1], as it represents the probability of a particle 
changing its position.

2. The transfer function should provide the greatest 
possible change of position to change the absolute 
velocity value. Some particles with a great absolute 
value of their velocity can be moved away from 
the optimal solution and therefore must be switch 
repositioned in the following iterations.

3. The previous phrase applies for the smallest probability 
to change position even if the absolute velocity was too 
small.

In this paper, we rely on the (sigmoid function) as a 
transport function by which the locations of all molecules are 
converted to binary values:

  1  (7)
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According to this function can be replaced Eq. (2) with Eq. 
(8):
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Where σ  U (0, 1) (Normal distribution).

The last equation is a mechanism for giving binary values 
to any bat from a swarm the bats in space.

is able to adjust the rate of pulse r ϵ [0,1] According to 
the prey dimension.

3. The loudness of bats can vary in many ways, but YANG 
assumes that the loudness can change within a given 
curve from a large positive value A0 to a minimum value 
Amin and be constant. The default movement of the bat 
is given by updating the position and updating the 
velocity using the following mathematical model:

   1 ( 1)  (1)
k

k k k
i i i iV t V t X X t f

 
      

 

Where  k
iV t represents the velocity of the new bat.

 ( ) ( 1)  (2)k k k
i i iX t X t V t   

Where ( )k
iX t represents the new position, 

k

X


represents 
the best current global solution for a site that can be considered 
the best for the decision variable.

   (3)i min max minf f f f    

Where f1 the frequency for each bat is bi, β is a random 
number whose value is between [0,1].

YANG introduced the idea of using random paths technique 
to improve the apparent contrast in possible solutions by 
selecting one of the current best solutions and then using it to 
create a new solution for all bats in the group as [11]:

new oldX X  (t) (4)A


  

Where ϵ is a random number and has a value of [-1,1],  (t)A


Figure 1: Pseudo code of bat algorithm.
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Mutual Information (MI)

We often ϐind a lot of information for random coherent 
and related variables, and the degree of correlation of these 
variables and their effect on some of them can be inferred 
through the Mutual information [14].

   ,  (9)
H X

I X Y
XH
Y

 
 
 
 

Where H be the entropy of the discrete random 
variable X conditioned on the discrete random variable Y taking 
a certain value. That means the information about y that we 
got and is meant to be Mutual information I (X;Y).

Otherwise, I (X;Y) = 0, if X and Y are completely unrelated. 

The information Mutual was mainly applied to ϐilter 
feature settings to measure the correlation between speciϐic 
features and some class classiϐications [15]. There is a classical 
implementation of the mutual information method in several 
of the feature classiϐication metrics [16] (Figure 2) . One of 
the most important applications of this theory is to choose 
the feature as it will evaluate the importance of the features 
and arrange them according to their importance, in other 
words this theory will arrange the features in ascending order 
according to the impact of each feature on the ϐinal results of 
the data and thus will reduce the number of features included 
in the calculations, which accelerates the work of the program 
[17]. In the following relationship, it will be indicated by a 
wide range of features and classiϐications:

 
N

i 1

I X1,X2, Xn;Y  I(Xi;Y / Xi 1,Xi 2, x1) (11)


     

   ,  (12)fitness Xi I Xi G 

It is possible to specify the exchanged information as a 
type of measure to reduce uncertainty about classiϐication 
labels, where the “ϐitness function” maximizes the values   of 
information exchanged [3,20].

Features selection

The feature selection method reduces the number of 
features used to describe a set of big datasets in order to 
improve the performance of the algorithm. The aim of this 
method is to reduce the number of features used and reduce 
the time required to obtain results, which leads to an increase 
in the accuracy of classiϐication [18,21] (Figure 3). The feature 
selection algorithm can be represented in three stages:

1. Search algorithm: it evaluates the total number of 
features entered and selects the important part from it.

2. Fitness function: it transfers data to the binary system 
to select features that correspond to the number 1.

3. Classiϐier: it analyzes the input data that came out of 
the ϐitness function to give more accurate results.

Figure 2: The strategy of fi lter control.

     
     P F,G

I F,G  P F,G log dfdc .. 10  
P F *P G

 ∬

The process of inferring information exchanged between 
speciϐic features, the process goes easily, but the difϐiculty lies 
when evaluating a full set of features and ϐinding the link of 
each feature with a series of other features. Each feature may 
not give a complete picture of the situation, but the addition 
process between them can clarify that image [18,19]. Between 
N variables (X1, X2 …XN) and the variable (Y), the chain rule 
is:

Propose algorithm

The proposed method FMI_BBA consists of two basic 
stages. In the ϐirst stage, the fuzzy mutual information (FMI) 
method is used to determine the most important features by 
fuzzy Mamdani model that was created on the basis of two 
variables of the inputs that represent the size of the data 
and the number of features for each type of this data. Three 
variables were selected for each of the inputs and outputs on 
a picture (low, medium, high), then a range for these outputs 
is determined between (10 - 50) in order to determine the 
number of features that will enter the MI technique that 
will, in turn, be sent to the second stage the second stage, 
The BBA algorithm is used to reduce and specify a certain 
number of features, which came from the ϐirst stage by 
randomly synchronizing the vector [0,1] where the features 
corresponding to value 1 enter the classiϐication function and 
neglect the features that correspond to the value 0.

0.2* 0.8* ,qFF C
p q

 
      

… … (13)

Figure 3: A sample of the feature selection subset solution.
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 Where C the accuracy of the classiϐication model is, q is 
length of selected feature, p is the total number of features.

The second phase of the proposed algorithm FMI_BBA 
focuses on the BBA, speciϐically the wrapper in feature 
selection. After obtaining the most important features through 
the FMI method, these features are introduced into the BBA 
algorithm to be reduced as a second stage (Algorithm 1). A 
speciϐic number of features arranged using the BBA algorithm 
are adopted and selected in the ϐinal classiϐication operation 
using the Naive Bayes classiϐier. Figure 4 presents a detailed 
ϐlowchart of the proposed FMI_BBA framework.

Experimental results

The suggested algorithm FMI_BBA is evaluated and 
compared with other evolutionary algorithm.

Datasets

The application of the proposed algorithm to a group 
of bigdata is one way to verify its efϐiciency in solving 
classiϐication problems. Table 1 is illustrated applying the 
algorithm to some data obtained from the UCI repository [22].

Algorithm 1: The proposed FMI_ BBA, algorithm
1: Set the initial parameters: r, n, cc1, dd1, Max_iteration,
2 : Apply MI fi lter technique to select a subset of features depending 

on their importance
3: Set the initial velocities and positions using, Eq. (1) and Eq. (2) 

4: Evaluate dataset by fi tness function and set k
iX .

5: Set iteration i from 1 to Max_iteration.

6: Update data velocity and position according to Eq. (1) and Eq. (2).
7: When I ≤ Max_iteration stop satisfi ed and return get the best global 

solution.
8: Choosing the subset from the features specifi c by the BBA 

algorithm.
9: Return the good of features (selected features).

end

Yes

Meet-ending
   condition

No

Accuracy rate testing set

Use the MI to apply filter features selection

Use the BBA to apply wrapper features selection

Training set 70% Testing set 30%

Datasets

Start

Figure 4: The architecture of the proposed FMI_BBA algorithm.

Table 1: Description of the data sets used.

Dataset # Samples # Features Target class

Ovarian 253 15155 2

Dlbcl 77 7130 2

Evaluation criteria

Classiϐication efϐiciency is measured by quality (SP), 
matthew correlation coefϐicient (MCC), classiϐication accuracy 
(AC) and sensitivity (SE) these metrics are deϐined by the 
following:

100% (14)TPSE
TP FN

  


 100% 15TNSP
FP TN

  


Where TP, TN, FP, and FN be the numbers of true positive, 
true negative, a false positive and false negative of the 
confusion matrix, respectively, where the values of these 
criteria represent the strength of the classiϐication process 
and the proportionality between them is direct.

Discussion and analysis

The algorithm proposed in this paper is compared with 
both the binary genetic algorithm (BGA) and the (BBA) 
original algorithm.

The data set is divided into 30% as a test group in our 
experiments and the rest is used as training data. A 20-fold 
is set to obtain the best reliable ratingt table 2, the evaluation 
criteria are compared with some other evolutionary 
algorithms. It shows that fewer than the total number of 
features have been selected and the accuracy of the proposed 
algorithm classiϐication compared to other classiϐication 
algorithms. 

Table 2 shows that the data for both the training group 
and the test group achieved the best results classiϐication. 
For example, in the leukemia dataset, the accuracy (AC) of 
the data for the train group represented 97% in the proposed 
algorithm FMI_BBA and 90% in BBA. And 92% in BGA.

Conclusion
This research has proposed a BBA algorithm with FMI 

to evolve the classiϐication performance by depending on 
a subset of the dataset. A Naïve Bayes classiϐier was used to 
classify the dataset obtained from all algorithms. Results 

100% (16)TP TNAC
TP FP FN TN


  

  
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Table 2: Classifi cation of the performance of algorithms on average of more than 20 sections (the number in parentheses represents the standard error).

Datasets Methods Training dataset Testing dataset

Ovarian FMI-BBA 18.2 (0.3071) 0.9768
(0.0591)

0.9965
(0.0195)

0.9559
(0.0455)

0.9725
(0.0257)

0.9044
(0.0958)

BBA 483.15
(0.3170)

0.6610
(0.0383)

0.6105
(0.0507)

0.8062
(0.0368)

0.3643
(0.0552)

0.7544
(0.0891)

BGA 399.2500
(0.3230)

0.8880
(0.0871)

0.9533
(0.1310)

0.8458
(0.1240)

0.9627
(0.1654)

0.9299
(0.0364)

Dlbcl FMI-BBA 14.2 (0.2608) 0.9721
(0.0358)

0.9256
(0.0745)

0.91769
(0.0812)

0.9346
(0.0419)

0.9711
(0.0824)

BBA 474
(0.2721)

0.9048
(0.0416)

0.9148
(0.0547)

0.8880
(0.1030)

0.7205
(0.1284)

0.9640
(0.0448)

BGA 383.55
(0.3021)

0.9548
(0.248)

0.9658
(0.0258)

0.9320
(0.0403)

0.8992
(0.0541)

0.9366
(0.0096)

obtained from the FMI-BBA are compared with BPSO and 
BGA in table 2. Experimental results with the four datasets 
suggest that the proposed algorithm, FMI-BBA has a better 
classiϐication achievement with a little selected gene.
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